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Abstract

A preconditioned flux-vector splitting (PFVS) scheme in general curvilinear coordinates which can be applied to

condensate fluid and solid coupling problems is presented and some typical calculated results are shown to prove

the availability of the present method. This method is based on the preconditioning method applied to compressible

Navier–Stokes (NS) equations with additional equations and source terms for condensate flows. Since the present

PFVS terms composed of the convective and pressure terms of the NS equations are completely reduced to only the

pressure terms when the velocities are set to zero, the present scheme can further applied to the calculation not only

for a dynamic field but also for a static field including a transitional field from the dynamic region to the static region.

In this paper, as a first stage of the present study, coupling problems between a condensate flow in a flow field and heat

conduction in a solid structure are simultaneously calculated by using the present method. As numerical examples, tran-

sonic and low speed flows around the NACA0012 airfoil, nonequilibrium condensate flows in a nozzle, and natural

convection with condensation around a pipe at 1g and zero gravity are simulated with heat conduction in the solid

structure.

� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

Compressible flow solvers have a certain problem, the so-called stiff problem, when a flow at very low

Mach number is calculated. No convergence of solution may be obtained. Turkel [1], Choi and Merkle

[2] and Weiss and Smith [3] have proposed the preconditioning method to overcome the stiffness in the

compressible flow solvers. A numerical speed of sound has been additionally introduced with the
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Nomenclature

c speed of sound

e total internal energy per unit volume

gij metrics $ni Æ $nj
I unit matrix

Ic nucleation rate

J Jacobian for transformation

n number density of nucleus (or particulates)
p static pressure

Re Reynolds number

r averaged radius of water droplets

T static temperature

t physical time

xi Cartesian coordinates

Ui contravariant velocity components

u physical velocity vectors
ui physical velocity components

q total density

qv density of water vapor

q‘ density of water liquid

b condensate mass fraction

C preconditioning matrix

Cc condensate mass generation rate

c specific heat
Dt time interval

j heat conductivity coefficient

l molecular viscosity coefficient

ni general curvilinear coordinates

sij viscosity stress tensor

Symbols

a dry air
v water vapor

g mixed gas

m multi phase

s saturated condition

n time step
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pseudo-compressibility into compressible flow solvers as a preconditioning procedure. As a result, funda-

mental equations are transformed to incompressible Navier–Stokes equations with the pseudo-compress-

ibility and the thermal equation only at very low Mach number. We can also find other approaches

related to the preconditioning method. Dailey and Pletcher [4] presented a preconditioning approach

applied to time-accurate calculations using both explicit and implicit schemes. Edwards and Liou [5]

developed a preconditioning method based on the advective upwind splitting method (AUSM). The recent

progress of the preconditioning method was summarised by Turkel [6].
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The most critical case in the preconditioning may be that the Mach number is zero. Then, all terms

multiplied by the velocities should be disappeared from the Navier–Stokes (NS) equations and only the

pressure terms and the equation of heat conduction remains theoretically. It means that the numerical

fluxes for the convective and pressure term derived according to the preconditioning approach should be

proven to reduce to only the pressure terms without any numerical dissipation. If one gets the property
allowing the zero-velocity field in compressible flow solvers, the flow solvers may extend to some critical

flow problems including static fields or solid structures. Of course, the solid structure can be solved by exist-

ing typical commercial codes. However, most of the existing codes can not solve transitional problems from

fluids to solids, the so-called phase-change problems such as the icing of moist air around a body and the

crystal growth at micro-gravity.

Recently, our group developed a preconditioned flux-vector splitting (PFVS) scheme in general curvilin-

ear coordinates [7] based on the preconditioning techniques [2,3]. This scheme has been further applied to

the Roe scheme [8] and the LU-SGS scheme [9]. The present PFVS form can be completely reduced to only
the pressure terms when the velocities set to zero in it.

At first in this paper, the PFVS scheme is extended to the fundamental equations for condensate flow

problems. Then, the fundamental equations for transonic condensate flows with homogeneous [10] and

heterogeneous nucleation [11] are transformed to preconditioned equations. Especially, the fundamental

formulas which are necessary to derive the PFVS scheme in general curvilinear coordinates are described

in detail.

The second issue of this paper is that the present method is applied to coupling problems between a

condensate flow in a flow field and heat conduction in a solid structure. In condensation problems, heat
due to the condensation, the so-called latent heat, is released at the surrounding region of the conden-

sation. The local heating affects the performance of aircrafts and steam turbines. Also this heating may

cause the erosion in the pipe where a wet-steam flows. Therefore, the prediction of the heating rate not

only in condensate flows but also in solid structures contacting with the flow is quite important. In this

paper as numerical examples, condensate fluid-solid coupling problems, such as transonic and low

speed flows around the NACA0012 airfoil, homogeneous condensate flows in a nozzle, and natural

convection with condensation around a pipe are calculated with heat conduction in the solid

structure.
One of the final targets of this study is to calculate any fluid-solid coupling problem with phase tran-

sition between two phases such as crystal-growth (CG) problems. In this paper, the CG problem is not

studied, but as a preliminary study, a natural convection with condensation around a pipe with heat

conduction in the solid structure was calculated by assuming zero gravity. Then, the calculated zero-

velocity field could make condensation around the pipe associate with only the cooling from the pipe

surface.
2. Fundamental equations

The fundamental equations for two-dimensional compressible viscous flows of moist air are composed of

conservation laws of the total density, the momentums, the total energy, the density of water vapor, the

density of water liquid, and the number density of nucleus [10]. When water droplets are sufficiently small,

a homogeneous flow without velocity slips among air, water vapor and water liquid can be assumed. Then,

the system of two-dimensional equations is written in a vector form by
oq=ot þ LðqÞ ¼ oq

ot
þ of i

oxi
þ of vi

oxi
þ s ¼ 0 ði ¼ 1; 2Þ; ð1Þ
where
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q ¼

q

qu1
qu2
e

qv

qb

qn

2
666666666664

3
777777777775
; f i ¼

qui
qu1ui þ di1p

qu2ui þ di2p

ðeþ pÞui
qvui
qbui
qnui

2
666666666664

3
777777777775

f vi ¼ �

0

si1
si2

sikuk þ joT=oxi
0

0

0

2
666666666664

3
777777777775
; s ¼ �

0

0

0

0

�Cc

Cc

qIc

2
666666666664

3
777777777775
;

where q, fi, fvi, and s are the vector of unknown variables, the inviscid flux, the viscous flux and the source

term. In this study, Eq. (1) is transformed to the system equation in general curvilinear coordinates (n1 n2).
A set of the equations is written by
oQ
ot

þ oF i

oni
þ oF vi

oni
þ S ¼ 0 ði ¼ 1; 2Þ; ð2Þ
where
Q ¼ Jq; F i ¼ Jðoni=oxjÞf j; F vi ¼ Jðoni=oxjÞf vj; S ¼ Js

J ¼ oðx1x2Þ=oðn1n2Þ:

The equation of state and the speed of sound have been introduced by Ishizaka, Ikohagi and Daiguji [12]

assuming that the mass fraction of water liquid b is sufficiently small (b < 0.1). These equations are given

by
p ¼ qRT ð1� bÞ; ð3Þ

c ¼ Cpm

Cpm � ð1� bÞR
p
q

� �1=2
; ð4Þ
where
R ¼ qaRu

qgMa

þ qvRu

qgMv

 !
;

where qa and qg are the densities of dry air and mixed gas. Ma and Mv are the molecular weights of dry air

and water vapor. Ru is the universal gas constant. Cpm is defined by the linear combination of the specific
heat at constant pressure between gas phase and liquid phase using b. The viscous stress tensor sij is given
by
sij ¼ ðlþ ltÞ
oui
oxj

þ ouj
oxi

� �
� 2

3
dij

ouk
oxk

� �
ði; j ¼ 1; 2Þ: ð5Þ
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The molecular viscosity l is also derived from the linear combination between that of gas phase and that of

liquid phase using b. lt is the eddy viscosity. The Baldwin–Lomax turbulence model [13] is used to evaluate

lt in this study.
3. Condensation model

In wind tunnel experiments, onset of condensation may be dominated by homogeneous nucleation [10].

On the other hand, natural condensation is observed in atmospheric flight conditions. In this condensation,

the onset may be governed by heterogeneous nucleation and almost equilibrium condensation [11].

The mass generation rate Cc of water droplets are composed of the nucleation rate and the growth

rate. The growth rate originally derived by Hall [14] has been simplified by Ishizaka, Ikohagi and Dai-

guji [12]. In this study, this simplified model is also employed. Then, the mass generation rate Cc is
defined by
Cc ¼
4

3
pq‘Ir

3
� þ 4pq‘nr

2 dr
dt

; ð6Þ
where Ic is the homogeneous nucleation rate defined by Frenkel [15] as
I c ¼ qc
2r
pm3

� �1=2 q2
v

q‘

exp � 4pr2�r
3kT

� �
; ð7Þ
where qc, r, m and k are the condensation coefficient, the surface tension of a water droplet, the molecular

weight of water, and the Boltzmann constant. r* is the critical radius of nucleus defined by
r� ¼
2r

q‘RT lnðsÞ ;
where s = p/ps(T) is the supercritical ratio of water vapor and ps(T) is the saturation pressure of water

vapor. The time derivative of radius of a water droplet dr/dt in the growth rate is assumed to satisfy

the Hertz–Knudsen�s law in which the droplet radius is much smaller than the mean free-path of a

water molecule. A simplified model for dr/dt presented by Schnerr and Dohrmann [16] is used. The

saturation pressure for a water droplet of radius r is given by the Kelvin–Helmholtz equation. On

the other hand, heterogeneous nucleation in this study is modeled by assuming a constant radius
and a constant number of particulates in atmospheric flow conditions as same as the model already

used by Yamamoto [11].
4. Preconditioning procedure

4.1. Fundamental equations

The preconditioning method developed by Weiss and Smith [3] is applied to Eq. (2). The unknown vari-

ables in the unknown vector Q̂ for the preconditioned equations is defined as Q̂ ¼ J ½p u1 u2 T qv=q b n�T,
then the set of preconditioned equations is derived from Eq. (2) by using a preconditioning matrix C as
CoQ̂=ot þ LðQ̂Þ ¼ C
oQ̂
ot

þ oF i

oni
þ oF vi

oni
þ S ¼ 0 ði ¼ 1; 2Þ; ð8Þ
where
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C ¼

h 0 0 qT 0 0 0

hu1 q 0 qT u1 0 0 0

hu2 0 q qT u2 0 0 0

hH � 1 qu1 qu2 qTH þ qCp 0 0 0

hqv=q 0 0 qTqv=q q 0 0

hb 0 0 qTb 0 q 0

hn 0 0 qT n 0 0 q

2
66666666664

3
77777777775
:

H = (e + p)/q. qT = oq/oT. h is the preconditioning parameter and this is defined by h ¼ ð1=U 2
r � qT=qCpÞ.

The switching parameter Ur was defined by Weiss and Smith [3]. In this paper,
Ur ¼
�c ðu < �cÞ;
u ð�c < u < cÞ;
c ðc < uÞ;

8><
>:
where u ¼ ffiffiffiffiffiffiffiffi
uiui

p
. � is a very small number as same as that by Weiss and Smith [3]. No additional modifi-

cations were taken into consideration for Ur in this study.

Eq. (2) can be solved by a finite-difference method based on an approximate Riemann solver. We have

developed a high-resolution finite-difference method to solve Eq. (2) for simulating unsteady transonic vis-
cous flows. In this method, the fourth-order compact MUSCL TVD (Compact MUSCL) scheme [17],

Roe�s approximate Riemann solver [8] and the LU-SGS scheme [9] have been employed. These schemes

are extended to schemes for the present preconditioning method as follows.

4.2. Preconditioned flux-vector splitting

The numerical flux (Fi)‘ + 1/2 for Fi in Eq. (8) defined at the interface between the control volume ‘ and
‘ + 1 in each coordinate i (i = 1,2) can be written by a flux-vector splitting form as
ðF iÞ‘þ1=2 ¼ ðF þ
i Þ‘þ1=2 þ ðF �

i Þ‘þ1=2 ¼ ðÂþ
i Þ‘þ1=2Q̂

L

‘þ1=2 þ ðÂ�
i Þ‘þ1=2Q̂

R

‘þ1=2: ð9Þ
The superscripts ± indicate the sign of characteristic speeds. F �
i are the numerical flux-vectors composed of

only positive or negative characteristic speeds. Â
�
i are the preconditioned Jacobian matrices composed of

only positive or negative characteristic speeds. Q̂
L
and Q̂

R
are the unknown vectors extrapolated by the

compact MUSCL [17] from left and right directions. The preconditioned flux-vector splitting form for

ðÂ�
i Þ‘þ1=2Q̂

M

‘þ1=2 derived in this study is given by
ðÂ�
i Þ‘þ1=2Q̂

M ¼ ðCL�1
i K�

i LiÞ‘þ1=2Q̂
M ¼ k̂

�
i1CQ̂

M þ k̂
�
ia

ĉi
ffiffiffiffiffi
gii

p Q̂ia þ
k̂
�
ib

ĉ2i
Q̂ib: ð10Þ
The superscript M is replaced by L or R. Li and Ki are the matrices composed of preconditioned eigenvec-
tors and preconditioned characteristic speeds (eigenvalues). k̂

�
ia and k̂

�
ib are defined by
k̂
�
ia ¼ ðk̂�i3 � k̂

�
i4Þ=2;

k̂
�
ib ¼ ð‘�i k̂

�
i3 � ‘þi k̂

�
i4Þ=ð‘

�
i � ‘þi Þ � k̂

�
i1;
where k̂
�
ij ðj ¼ 1; 3; 4Þ and ‘�i are calculated by
k̂
�
ij ¼ ðk̂ij� j k̂ij jÞ=2;

‘�i ¼ qU 2
r=ðUið1� aÞ=2� ĉi

ffiffiffiffiffi
gii

p Þ;
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k̂ijðj ¼ 1; 3; 4Þ are the preconditioned characteristic speeds derived as
k̂i1 ¼ Ui;

k̂i3 ¼ ð1þ aÞUi=2þ ĉi
ffiffiffiffiffi
gii

p
;

k̂i4 ¼ ð1þ aÞUi=2� ĉi
ffiffiffiffiffi
gii

p
;

where ĉi is the numerical speed of sound. It is defined by
ĉi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U 2

i ð1� aÞ2=gii þ 4U 2
r

q �
2:
a ¼ U 2
r ðqp þ qT=qCpÞ, where qp = oq/op. If Ur equals the physical speed of sound, a is reduced to unit and

characteristic speeds and physical speed of sound for compressible flows are recovered in Eq. (8). Q̂ia and

Q̂ib are the subvectors defined by
Q̂ia ¼ q̂M1 Qic þ qÛ iQd ;

Q̂ib ¼ ðqÛ iĉ
2
i =giiÞQic þ ðq̂M1 ĉ

2
i =U

2
r ÞQd ;
where q̂Mj and Û i½¼ ðoni=oxjÞq̂Mjþ1ðj ¼ 1; 2Þ� are the jth element of Q̂ and the contravariant velocities extrap-

olated by the compact MUSCL [17] in which M = L or R, respectively. Qic and Qd are the subvectors given

by
Qic ¼ ½ 0 oni=ox1 oni=ox2 Ui 0 0 0 �T;
Qd ¼ ½ 1 u1 u2 H qv=q b n �T:
Now, the physical velocities (u1, u2) = (0, 0) are substituted into Eq. (10) to get the numerical flux in a zero-

velocity field. Then, the first term and the third term of the right-hand side (RHS) in Eq. (10) are reduced to

zero because of k̂
�
i1 ¼ k̂

�
ib ¼ 0. While, only the pressure term is remained in the second term of the RHS in

Eq. (10). Finally, the numerical flux derived is written by
ðÂ�
i Þ‘þ1=2Q̂

M ¼ ½ 0 ðoni=ox1Þ‘þ1=2 � pM ðoni=ox2Þ‘þ1=2 � pM 0 0 0 0 �T;
where pM is the MUSCL extrapolated pressure. None of any numerical dissipations are included in this
equation at the level of the flux-vector as compared with the existing numerical flux such as that derived

by Weiss and Smith [3] where a pressure dissipation is added in it. Therefore, the pressure field in a static

field can be accurately calculated. If no pressure difference is specified in the static field, the preconditioned

Eq. (8) is completely reduced to only the equation of heat conduction.

4.3. Preconditioned flux-difference splitting

The preconditioned flux-vector splitting form is modified to the preconditioned flux-difference splitting
form. The Roe scheme is extended to the preconditioned Roe scheme by using this form. The numerical flux

(Fi)‘ + 1/2 for Fi in Eq. (8) defined at the interface between the control volume ‘ and ‘ + 1 in each coordinate

i(i = 1,2) can be alternatively written by the flux-difference splitting form according to the previous our

study [18] as
ðF iÞ‘þ1=2 ¼
1

2
F iðQ̂

L

‘þ1=2Þ þ F iðQ̂
R

‘þ1=2Þ� j ðÂiÞ‘þ1=2 j ðQ̂
R

‘þ1=2 � Q̂
L

‘þ1=2Þ
h i

; ð11Þ
where jðÂiÞ‘þ1=2jQ̂
MðM ¼ L or RÞ is defined by
jðÂiÞ‘þ1=2jQ̂
M ¼ jk̂i1jCQ̂

M þ jk̂iaj
ĉi
ffiffiffiffiffi
gii

p Q̂ia þ
jk̂ibj
ĉ2i

Q̂ib: ð12Þ
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4.4. Preconditioned LU-SGS scheme

The flux-vector splitting form Eq. (10) can be also applied to the LU-SGS scheme. The preconditioned

LU-SGS scheme is derived as
CDDQ̂
� ¼ RHSþ DtGþðDQ̂�Þ; ð13Þ

DQ̂ ¼ DQ̂
� � C�1D�1DtG�ðDQ̂Þ; ð14Þ
where D is the diagonal matrix approximated by the spectral radius of the preconditioned Jacobian matri-

ces and RHS is the vector of explicit time-marching residues for Eq. (8) defined by
D ¼ I þ Dt½rðÂiÞ þ rvðoF vi=oQ̂Þ�;
rðÂÞ ¼ ac max½kðÂÞ�;
RHS ¼ �DtLðQ̂nÞ;
where ac is an empirical parameter (ac P 1.0). kðÂÞ means the eigenvalues of Â. rvðoF vi=oQ̂Þ are exactly the

spectral radius of the Jacobian matrix oF vi=oQ̂. In this study, these values were approximately set up to

av(l + lt + j)gii/(qDni), where av is an empirical parameter. In this paper, av was set up to 2.0 after some

trial and error calculations. G± are composed of non-diagonal time-derivative fluxes defined by
GþðDQ̂�Þ ¼ ðÂþ
1 DQ̂

�Þi�1;j þ ðÂþ
2 DQ̂

�Þi;j�1;

G�ðDQ̂Þ ¼ ðÂ�
1 DQ̂Þiþ1;j þ ðÂ�

2 DQ̂Þi;jþ1;
where the subscript (i, j) indicates the grid point where the time-derivative flux is defined. These fluxes are

calculated by using Eq. (10). Then, Q̂
M

in Eq. (10) is replaced by DQ̂.
5. Results

5.1. Transonic and low speed flows around NACA0012 airfoil

As the first numerical examples, the present preconditioning method is applied to simple two-dimen-

sional flow problems without condensation. Ideal-gas flows around the NACA0012 airfoil at very low
Mach number are first calculated to check the convergence of solution. The flow conditions are specified:

the angle of attack is 0�, the uniform Mach number is 0.01 or 0.1, the Reynolds number is 2E3 or 2E4. A

C-type computational grid which has 221 · 93 grid points is used for all cases. Fig. 1 shows the residues of

the continuity equation. All four cases in Fig. 1 get a steady state solution within four thousand iterations.

Fig. 2 shows the calculated Mach number contours around the airfoil for the case of the Mach number

0.01 and the Reynolds number 2E4. These results indicate that the present method works very well for

simulating very-low-speed flows without the stiffness in the solution.

A transonic flow around the NACA0012 airfoil at 2� angle of attack is next calculated and the calculated
result is compared with that calculated by the compressible flow solver developed by our group. The flow

conditions are specified: the uniform Mach number is 0.75 and the Reynolds number is 1.2 · 106. The com-

putational grid used has same grid points with the previous case.

Fig. 3 shows the calculated pressure distributions on the airfoil surface. The calculated result using the

present preconditioning method is compared with that obtained by the compressible flow solver and the

experiments. Both results are obtained after 20,000 time steps. Then, at least three orders of the continuity

residual decrease in both cases. The present result is in good agreement with the experiments, and the
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difference between two computational results is quite small. Therefore, this result indicates that the present

method can apply not only to low speed flows but also to transonic flows.

5.2. Heat conduction in a solid structure

In the preconditioning approach, the fundamental equations are transformed to incompressible Navier–

Stokes equations with a pseudo-compressibility term and the temperature equation when local velocities are

very low. As a critical case, the present method can be further applied to the calculation of a static field by
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setting zero velocities in the field. Eq. (8) is reduced to the same equation with the equation of heat con-

duction when all the velocities set to zero and no pressure difference in the flow field. The equation of heat

conduction in Cartesian coordinates (x, y) is defined by oT/ot = j(o2T/ox2 + o2T/oy2). This equation may be

commonly solved by using the relaxation method based on the SOR method and the Crank–Nicolson

method.

Here, the heat conduction in a rectangular field is calculated by the present method and the calculated
temperature is compared with that calculated by the equation of heat conduction using the relaxation

method. A rectangular grid which has 101 · 101 grid points is used for both cases. The top face of the

rectangular field is heated to 373 K and the other faces are fixed at 273 K. Figs. 4(a) and (b) show the cal-

culated results obtained by the present method and by the relaxation method. Both results are quite in good
(a) (b)

Fig. 4. (a) Calculated temperature contours (the equation of heat conduction). (b) Calculated temperature contours (the present

method).
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agreement with each other. This result indicates that the present method can be applied to heat conductive

problems in a solid structure.

5.3. Transonic and low speed flows around NACA0012 airfoil with a solid structure

Transonic flows and low speed flows around NACA0012 airfoil with the heat conduction in the solid

structure of the airfoil are calculated. The grid system used has 221 · 93 grid points around the airfoil which

is the same with the previous case and 125 · 25 grid points in the solid structure of the airfoil. Fig. 5 shows a

part of the computational grid focused on the leading edge of the airfoil. The flow conditions are specified:

the angle of attack is 2�, the uniform temperature is 253.15 K, and the inner surface of the solid structure of

the airfoil is heated to 293.15 K. The heat conductivity coefficient js in the solid structure is assumed as

js = 100ja, where ja is the heat conductivity coefficient for air. The uniform Mach number is 0.75 in the

transonic case and 0.01 in the low speed case.
Figs. 6(a) and (b) show the calculated temperature contours and the focused figure on the leading edge in

the transonic case. The flow conditions in this case is the typical well-known conditions corresponding to

the case shown in Fig. 3. A normal shock is captured upon the upper surface of the airfoil. In Fig. 6(b),

temperature contours are found also in the solid structure of the airfoil. The temperature in the solid region

is gradually changed from the inner surface of the solid structure to the outer surface of the airfoil.

Figs. 7(a) and (b) show the calculated temperature contours and the focused figure on the leading edge in

the low speed case. The temperature distributions in the flow field are only observed in the boundary layer

around the airfoil. The temperature is changed also in the solid structure as shown in Fig. 6(b). The solid
region, especially that near the leading edge is more cooled in this case than that in the transonic case,

because of the temperature difference at the stagnation point on the airfoil.

5.4. Condensate transonic flows of moist air in Laval nozzle with a solid structure

Transonic flows in a two-dimensional Laval nozzle with a solid structure are next calculated considering

homogeneous nucleation and nonequilibrium condensation. The calculated pressure distributions are com-

pared with the corresponding experiments [19]. As flow conditions, the inlet stagnation pressure is
Fig. 5. A part of computational grid system.
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1.0 · 105[Pa], the inlet stagnation temperature is 296.6 K. Two cases of the stagnation relative humidity at

36.4% or 0% (dry air) are taken into account.

Fig. 8 shows the computational grid system. A symmetrical grid which has 151 · 26 grid points is used

for the nozzle channel. 151 · 21 grid points are generated in the solid structure upon the nozzle channel.

The temperature at the outer surface of the solid structure is fixed at 293.15 K. The heat conductivity coef-

ficient js in the solid structure is assumed as js = 100 ja, where ja is the heat conductivity coefficient for air.

Figs. 9(a) and (b) show the calculated temperature contours in the nozzle channel and in the solid struc-

ture for the case of the dry air and the moist air, respectively. The temperature decreases through the nozzle
channel to the outlet in both cases. A difference of the temperature distributions is observed after the nozzle

throat. The temperature in the case of the moist air increases after this point due to the release of latent heat

when condensation occurs.



Fig. 8. Computational grid.

(a)

(b)

Fig. 9. (a) Calculated temperature contours (dry air). (b) Calculated temperature contours (moist air).

Fig. 10. Calculated condensate mass fraction contours.
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Fig. 10 shows the calculated condensate mass fraction contours for the case of the moist air. Condensed

water liquid is found after the point of the onset of condensation as shown in Fig. 10. On the other hand,

temperature distributions are observed in the solid region as shown in Fig. 9(a) and (b). The temperature

difference between that on the outer surface of the solid structure and that on the inner surface is quite

small. But, the temperature distributions in the case of the moist air are obviously influenced by the heat
release due to condensation in the nozzle channel.

Fig. 11 shows the calculated pressure coefficient distributions along the symmetric line in the nozzle. The

calculated result in the case of the moist air is compared with the experiments and those without conden-

sation. Also the same case of the moist air except for the temperature fixed at 293.15 K in the solid structure

is additionally calculated and the calculated result is added in Fig. 11. The present calculated distributions

in the case of the moist air are in good agreement with the experiments. The effect of the heat conduction in

the solid structure was trivial.

5.5. Natural convections with condensation around a horizontal pipe with a solid structure

Natural convections around a horizontal pipe in atmospheric conditions are calculated as the last cou-

pling problem. The solid structure in the pipe is also taken into account. Fig. 12 shows the computational

grid system. 181 · 45 grid points are generated around the pipe and 181 · 31 grid points are generated in the

pipe. The pipe has an inner flow channel occupying a water liquid at constant temperature. As flow

conditions for the first case, the uniform temperature far from the pipe is 293 K, and the temperature
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Fig. 12. Computational grid.

S. Yamamoto / Journal of Computational Physics 207 (2005) 240–260 253
on the inner side of the pipe is fixed at 325.5 K assuming that the pipe channel is filled with warm water.

The working gas in atmosphere is dry air. The gravitational force is added in the source term for the

momentum and the energy equations. The Rayleigh number is fixed at Ra = 105. The heat conductivity
coefficient js in the solid structure of the pipe is changed as js = ja, 5ja, 25ja, 100ja, and also the case

assuming that the temperature of the solid structure is fixed at 325.5 K which is corresponding to the exper-

iments conducted by Kuehn and Goldstein [20] is added.

Fig. 13(a) shows the calculated temperature contours around the pipe when the temperature in the solid

structure of the pipe is fixed. Fig. 13(b) shows the calculated temperature contours around the pipe and in

the solid structure of the pipe in the case of js = 25ja. As compared with each figure, the temperature con-

tours around the pipe are almost the same. Additionally, the solid structure of the pipe in Fig. 13(b) has

temperature contours due to the heat conduction in it. Fig. 14 shows the calculated non-dimensional
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temperature distributions on normal lines from the pipe inner surface at ha = 90�, where ha is the angle

around the pipe from the bottom normal line. / is the temperature ratio defined by (T � T1)/(Tw � T1),

where T1 is the uniform temperature far from the pipe surface and Tw is the temperature at the pipe sur-

face. Y* is the distance from the pipe surface defined by Ra1/4Y/D , where D is the diameter of the pipe. The

calculated pressure distributions in the case of the pipe fixed at constant temperature is compared with the

corresponding experiments in Fig. 14. This calculation could evaluate the temperature distributions quite

accurately. The temperature on the pipe surface decreases as decreasing of the heat conductivity in the solid
structure of the pipe, because higher heat conductivity results in higher heat conduction in the solid

structure.

Moist air in atmosphere is cooled by a cold pipe and occasionally condensation due to the phase change

from water vapor to water liquid may occur. In the next calculation, the inner surface of the pipe is cooled

to 260.5 K by cold water in itself. Figs. 15(a) and (b) show the calculated temperature contours around the
e solid structure). (b) Calculated temperature contours (js= 2 5 ja).



(a) (b)

(c)

Fig. 15. (a) Calculated temperature contours (dry air). (b) Calculated temperature contours (50% humidity). (c) Calculated condensate

mass fraction contours.
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pipe and in the solid structure assuming a dry air and a moist air at 50% relative humidity. The cooled air

around the pipe moves downward due to the negative buoyancy effect in both cases. It is found as com-

pared with each figure that the temperature contours are slightly different. This reason can be expressed

by the release of latent heat due to the condensation around the pipe. Fig. 16 shows the calculated conden-

sate mass fraction contours in the case of the moist air. A weak condensation occurs around the pipe and

the water liquid falls downward as forming a thin film over the pipe. Since this condensation releases the
latent heat around the pipe, the surrounding air around the pipe is slightly heated. This heating further

heats the pipe itself and results in the difference of the temperature contours between those in Fig. 15(a)

and (b).

The case of 99% relative humidity is additionally calculated and the temperature distributions around

the pipe are compared with those assuming the dry air and the 50% relative humidity in Fig. 16. The lower

side of the pipe is relatively cooled compared with the upper side in all cases, because colder air cooled

around the pipe moves downward due to the negative buoyancy effect. The latent heat released by
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condensation in the cases of the moist air slightly heats the pipe. The temperature on the upper surface of

the pipe in the case of 99% relative humidity is more increased than that in the case of 50% relative humid-

ity. On the other hand, the temperature on the lower side is rather decreased in the case of 99% relative
humidity compared with that in the case of 50% relative humidity. This reason may be expressed by the

increase of the condensate mass fraction in the case of 99% relative humidity. The larger mass of condensed

water may accelerate the speed of convection around the pipe. The increase of the speed promotes the heat

transfer in the convection. Therefore, the temperature on the lower side of the pipe in the case of 99%

relative humidity is relatively decreased than that in the case of 50% relative humidity.
(a)(b)

Fig. 17. (a) Calculated temperature contours (50% humidity, 0g). (b) Calculated condensate mass fraction contours.256S. Yamamoto / Journal of Computational Physics 207 (2005) 240–260
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One of the most critical cases in this coupling problem is lastly calculated. We set the gravitational

force to zero in the case of the 50% humidity. This may demonstrate that condensation of moist air in

zero-gravity and the heat conduction in the pipe. Fig. 17(a) shows the calculated temperature contours

around the pipe and in the solid structure. As compared with those results in Fig. 15(b) assuming 1g

gravity, no thermal plume appears in Fig. 17(a). Only the close field around the pipe is cooled by the
cooled pipe. Temperature distributions due to heat conduction are also found in the pipe. Fig. 17(b)

shows the calculated condensate mass fraction contours around the pipe. The water phase is

stationarily covered around the pipe. The wet region normal to the wall except for the plume region

is wider than that found in Fig. 15(c). The maximum Mach number around the pipe was about

3.0 · 10�7.
6. Conclusions

A numerical method for solving condensate fluid and solid coupling problems based on the precondi-

tioning method and the condensate flow solver was presented. Heat conduction in a solid structure could

be solved simultaneously by using the same method for solving condensate flows. As shown in three cou-

pling problems such as the cases of the NACA0012 airfoil, the condensate transonic nozzle, and the heat

convection around the pipe, the temperature distributions in the solid were certainly influenced by the heat

transfer from the flow region. Especially, the release of latent heat due to condensation also influences the

temperature distributions in the solid. One of the final targets of this study is to calculate crystal-growth
problems in micro-gravity. Although the modeling of the state of crystal liquids and the coagulations still

remain, the last calculated results suggest that our method can be applied to such two-phase problems with

phase transition including the transitional region without any stiffness and singularities. This application is

a future work of our study.
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